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Upcoming workshop

Beginner's Guide to Bioinformatics – Feb 27 (1–3 PM)

Explore HPC, Linux basics, and foundational bioinformatics tools and skills.

Register Here

https://tufts.libcal.com/event/13990433
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Overview

❖ What are containers and why should we use them?

❖ Container public registries

❖ Singularity basics

❖ Containers supporting Nvidia-GPU

❖ Build your own containers with Docker

❖ Simplify container pulling and module generation with container-mod
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Introduction

Pulling and Running 
Containerized HPC Applications 
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Containers

A container is an abstraction for a set of technologies that aim to solve the 
problem of how to get software to run reliably when moved from one 
computing environment to another. 

A container image is simply a file (or collection of files ) saved on disk that 
stores everything you need to run a target application or applications. 

Registry: a place to store (and share) container images. 
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Why use containers?

❖Getting organized: containers keep things 
organized by isolating programs and their 
dependencies inside containers. 

❖Build once, run almost anywhere: 
containers allow us to package up our 
complete software environment and ship it 
to other computing environments.

❖Reproducibility: containers can ensure 
identical versions of apps, libraries, 
compliers, etc. 
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Docker
The concept of containers emerged in 1970s, but they were not 
well known until the emergence of Docker containers in 2013.

Docker is an open source platform for building, deploying, and 
managing containerized applications. 
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Why not Docker on HPC?

❖ Docker requires a daemon running as root on all compute nodes, which poses
security risks.

❖ All authenticated actions, such as login and push, execute as root. Therefore,
those functions cannot be used simultaneously by multiple users on the same
node.

❖ Docker uses cgroups to isolate containers, as does the Slurm scheduler, which
uses cgroups to allocate resources to jobs and enforce limits. Those uses are
unfortunately conflicting.

❖ Most importantly, allowing users to run Docker containers will give
them root privileges inside that container, thereby enabling them to access
any of the filesystems on the cluster as root. This opens the door to user
impersonation, inappropriate file tampering or stealing.

Summarized by Stanford HPC center

https://www.sherlock.stanford.edu/docs/software/containers/apptainer/?h=docker
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Container registries

Pulling and Running 
Containerized HPC Applications 
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Container registry

A container registry is a centralized platform where container 

images are stored, managed, and distributed. It acts like a repository 

for software containers, similar to how GitHub is used for managing 

source code. 

Container registries allow users to pull (download) pre-built 

container images or push (upload) their own images for sharing or 

deployment across various environments, including HPC clusters, 

cloud platforms, and local machines.
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Docker hub

https://hub.docker.com

https://hub.docker.com/
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https://hub.docker.com/u/tuftsttsrt

https://hub.docker.com/u/tuftsttsrt
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https://quay.io

https://quay.io/
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https://catalog.ngc.nvidia.com

https://catalog.ngc.nvidia.com/
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BioContainers

❖ BioContainers is integrated with Bioconda, 

which is the conda channel for 

bioinformatics applications.

❖ BioContainers registry is the largest registry 

for bioinformatics applications.

❖ As of today, BioContainers provides 

containers for over 13 thousand 

bioinformatics applications. 

You can find almost all bioinformatics applications from here: 

https://bioconda.github.io/conda-package_index.html

https://bioconda.github.io/conda-package_index.html
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Singularity basics

Pulling and Running 
Containerized HPC Applications 
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Load singularity module

module purge

module load singularity/3.8.4

module list 

$ module avail singularity

 

   singularity/2.6.1   singularity/3.1.0   singularity/3.5.3   

   singularity/3.6.1   singularity/3.8.4 (D)

$ module load singularity

$ module list

Currently Loaded Modules:

 1) squashfs/4.4  2) singularity/3.8.4
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Singularity basics 
Detailed singularity user guide is available 
at: sylabs.io/guides/3.8/user-guide

singularity [options] <subcommand> [subcommand options …]

• pull

• exec

• shell

• build

• run

• push

• Instance

• help

• …

https://sylabs.io/guides/3.8/user-guide/
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Singularity: Docker for HPC systems

❖ Singularity was developed in 2015 as an open-source project by 
researchers at Lawrence Berkeley National Laboratory (LBNL) led by 
Gregory Kurtzer. 

❖ Singularity is emerging as the containerization framework of choice in 
HPC environments. 

1. Enable researchers to package entire scientific workflows, 
libraries, and even data.

2. Can use docker images.

3. Does not require root privileges to run.
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pull: download a container from a given URI

singularity pull [output file] URI

Complete supported URIs list can be found here:

https://docs.sylabs.io/guides/3.8/user-guide/cli/singularity_pull.html 

Example:     

singularity pull pytorch_2.0.1.sif docker://pytorch/pytorch:2.0.1-cuda11.7-cudnn8-devel

         

Custom Name URI

https://docs.sylabs.io/guides/3.8/user-guide/cli/singularity_pull.html
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docker pull quay.io/biocontainers/blast:2.15.0--pl5321h6f7f691_1 singularity pull docker://quay.io/biocontainers/blast:2.15.0--pl5321h6f7f691_1

pull: examples

docker pull pytorch/pytorch:2.1.2-cuda11.8-cudnn8-devel singularity pull docker://pytorch/pytorch:2.1.2-cuda11.8-cudnn8-devel

docker pull tensorflow/tensorflow:2.15.0.post1-gpu singularity pull docker://tensorflow/tensorflow:2.15.0.post1-gpu
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https://www.reddit.com/r/docker/comments/1ax26jp/how_do_you_know_youre_downloading_a_safe/

https://www.reddit.com/r/docker/comments/1ax26jp/how_do_you_know_youre_downloading_a_safe/

https://www.reddit.com/r/docker/comments/1ax26jp/how_do_you_know_youre_downloading_a_safe/
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shell: run a shell within a container

singularity shell [options] image

Example:     

singularity shell pytorch_2.1.1.sif

         

Singularity> more /etc/os-release

NAME="Ubuntu"

VERSION="20.04.5 LTS (Focal Fossa)"

ID=ubuntu

ID_LIKE=debian
PRETTY_NAME="Ubuntu 20.04.5 LTS"

VERSION_ID="20.04"

Singularity> python

Python 3.10.11 (main, Apr 20 2023, 19:02:41) [GCC 11.2.0] on linux

Type "help", "copyright", "credits" or "license" for more information.

>>> import torch

>>> torch.cuda.is_available()
True

>>> torch.cuda.get_device_name(0)

'NVIDIA A100 80GB PCIe'

Singularity> exit   ## To exit container, and go back to host 
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exec: run executables/scripts

singularity exec [options] image command

Examples:     

singularity exec pytorch_2.1.1.sif python

singularity exec r_4.3.1_scrnaseq.sif Rscript myscript.R

singularity exec trinityrnaseq_trinityrnaseq:2.15.1.sif Trinity -h
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Cache

$ ncdu $HOME

To mitigate this, users can either run the singularity 

pull command with --disable-cache

singularity pull --disable-cache URI

or manually clean $HOME/.singularity/cache

or export SINGULARITY_CACHEDIR=/cluster/tufts/XXXX

Don’t run ncdu on login nodes
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Environment modules

Pulling and running
 Containerized HPC Applications 
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NGC container environment modules

https://github.com/NVIDIA/ngc-container-environment-modules

NGC container environment modules are 

lightweight wrappers that make it possible to 

transparently use NGC containers as environment 

modules.

1. Allow HPC users to utilize familiar environment 

module commands. 

2.  Leverage all the benefits of containers, 

including portability and reproducibility.

https://github.com/NVIDIA/ngc-container-environment-modules
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Nvidia GPU-optimized tools for deep learning, machine learning, and high-

performance computing.

https://catalog.ngc.nvidia.com/

https://catalog.ngc.nvidia.com/
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# Load ngc

 module load ngc

# Check available applications

 module avail

# Load and run specific tools

     module load pytorch/2.5.1-cuda12.1-cudnn9

No need to load cuda and cudnn 

modules
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Biocontainers @ Tufts

At Tufts HPC, we look forward to deploying bioinformatics applications based on 

containers wherever possible.
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Nvidia GPU

Pulling and Running 
Containerized HPC Applications 
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CUDA Compatibility

In order to run a CUDA application, 

the system should have a CUDA 

enabled GPU and an NVIDIA 

display driver that is compatible 

with the CUDA Toolkit that was 

used to build the application itself. If 

the application relies on dynamic 

linking for libraries, then the system 

should have the right version of 

such libraries as well.

Detailed info can be found on 

Nvidia website.

https://docs.nvidia.com/deploy/cuda-compatibility/index.html
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nvidia-smi: the maximum supported CUDA Toolkit version
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This may not work with our GPU node  
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--nv

To run Nvidia GPU-enabled containers, add --nv option to exec, run or 
shell commands.

singularity shell --nv pytorch_2.1.1.sif

singularity run --nv pytorch_2.1.1.sif

singularity exec --nv pytorch_2.1.1.sif python

There is no need to load cuda and cudnn modules. 
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docker build

Pulling and Running 
Containerized HPC Applications 
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How to build your own 
container: Docker

Dockerfile

Build

Image

Push

Pull
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Push

Arm image

Pull

Run

Arm image

Build

docker build -t UserName/AppName:tag . 

CPU Architecture Matters
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Push

x86 image

Pull

Run

x86 image

Build

docker build --platform linux/amd64 -t UserName/AppName:tag . 

Build containers for Tufts HPC 

using your Macbook
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container-mod

Pulling and Running 
Containerized HPC Applications 



Technology Services – Research Technology

container-mod
❖ container-mod streamlines the process of pulling containers from public 

registries and automatically generating ready-to-use modulefiles. It is a 

versatile tool designed for use by HPC system administrators and group 

managers to create and manage modules accessible to all HPC users or 

group members. Additionally, regular users can leverage container-mod 

to create personal modulefiles for their individual workflows, enhancing 

efficiency and reproducibility in HPC environments.

https://github.com/TuftsRT/container-mod

https://github.com/TuftsRT/container-mod
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Pulling a container and generating its module 

Pull the image

$ module load container-mod

$ container-mod pipe URI

Load the module

$ module load use.own

$ module load myapp/x.xx.x 
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Example1: fastp
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Containers supporting Jupyter

$ module load container-mod

$ container-mod pipe -j URI

or 

$ container-mod pipe --jupyter URI

Requirements

ipykernel is installed in the container 

With -j or --jupyter option, the script will generate a kernel.json 

into $HOME/.local/share/jupyter/kernels/XX/
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container-mod pipe --jupyter docker://tuftsttsrt/tensorflow:2.15.0

Example2: tensorflow
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Summary

❖ Always use the latest version of singularity modules

❖ To ensure that you're not wasting your time building your own containers, 

it's recommended to check if there are any publicly available containers 

that can serve your purpose.

❖ If you plan to use GPU containers, ensure compatibility between the 

CUDA version that was used to build the target application inside 

container and our GPU’s CUDA driver version.

❖When running containers that require GPU, make sure to include the --nv 

flag.

❖ Remember to use ncdu, a helpful tool, to regularly check and clean up 

$HOME/.singularity directories. 
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Thank you

Ticket: tts-research@tufts.edu

Email: yzhang85@tufts.edu 

Consultation: https://go.tufts.edu/yucheng

Slides & Hands-on

mailto:tts-research@tufts.edu
mailto:yzhang85@tufts.edu
https://go.tufts.edu/yucheng
https://tuftsrt.github.io/guides/dev/bio/workshops/doc/2025/intro_to_singularity/introduction.html
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